
High frequency data processing:
Lessons learned and best practices



Motivation

ÅMistakes happen! 

ÅLǘ ƛǎ Ŝŀǎȅ ǘƻ ΨŎƻƳǇǳǘŜΩ ŀ ŦƭǳȄ ōǳǘ Ƙƻǿ ŘƻŜǎ ƻƴŜ ƪƴƻǿ ƛǘΩǎ ǊƛƎƘǘΚ 
ÅPrevalence of software packages
ÅOverwhelming volumes of data
ÅEndless number of corrections

ÅThings change
ÅNew science
ÅData network requirements
ÅFunding agency/publication stipulations



Step 1: be prepared

!ǎǎǳƳǇǘƛƻƴΥ όwŜύǇǊƻŎŜǎǎƛƴƎ ƘŀǇǇŜƴǎΧ

ΧƳŀƪŜ ƛǘ ŜŀǎƛŜǊΦ 

ÅOrganize data
ÅUse systematic approach! (file naming, folder structure, 

data format)
ÅPreserve original data sources 
Å5ƻƴΩǘ ƛƎƴƻǊŜ ŀƴŎƛƭƭŀǊȅ Řŀǘŀ ŀƴŘ ƳŜǘŀŘŀǘŀ 
ÅKnow what was previously done! 
Å5ŀǘŀ ŀǊŎƘŜƻƭƻƎȅ ƛǎ ǊŜŀƭƭȅ ƘŀǊŘΧ
ÅCan you reproduce past results?

ÅDocument, document, document
ÅRecord metadata (data processing steps)



Software considerations

ÅHomebrew code?
ÅHas it been evaluated against other codes?
Å Is there a person in charge of maintaining the code?

Å Is there technical support available? Documentation?
Å Is the code base updated regularly? Are new corrections 

available?
Å Is the code openly availableΚ Lǎ ƛǘ ŀ ΨōƭŀŎƪ ōƻȄΩΚ
ÅAre results reproducible?  



Examples

Combined experience from AMP site visits, site data reviews, and 
as site staff.
ÅDƛƭƭ Ψǿ-ōƻƻǎǘΩ ƛǎǎǳŜ
Å Issues in raw data (x2)
ÅGaps in processed data
ÅTime shifts
ÅLag times
ÅSpectral analysis
ÅSpectral corrections
ÅUS-ARM



9ȄмΥ Dƛƭƭ Ψǿ-ōƻƻǎǘΩ ƛǎǎǳŜ

First example is a specific case of a general problem: a new 
finding requires data reprocessing. 
ÅA firmware problem was found that impacted some Gill 

sonic anemometers. A calibration factor was missing from 
the vertical wind (asymmetric). 

ÅFlux impacts averaged 18% (See Billesbachet al., 2019, AFM).

Takeaways: 
Å Issue was specific to firmware (not just make/model/SN) 

on instrument (requires good metadata)
ÅRaw data required to properly correct the issue 
Å Impacts on other published corrections (Angle of attack)



Ex2a: Issues in raw data

5ƻƴΩǘ ƛƎƴƻǊŜ ǘƘŜ Ǌŀǿ ŘŀǘŀΗ [ƻƻƪ ŀǘ ƛǘΦ

Examine all timescales and all variables recorded
Correcting issues with high frequency data -> reprocessing



Ex2b: Issues in raw data

5ƻƴΩǘ ƛƎƴƻǊŜ ǘƘŜ Ǌŀǿ ŘŀǘŀΗ [ƻƻƪ ŀǘ ƛǘΦ

Missing records at the start of each logger file.

Know your software:
EddyProdoes not detect timestamps within high frequency data 
(uses filename). Therefore, these gaps effectively impose a time 
shift in the processed data. 



Ex3: Gaps in processed data
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Processing errors can be hard to detect! 
5ƻƴΩǘ ƛƎƴƻǊŜ ǘƘŜ ΨǳƴǳǎǳŀƭΩ Řŀǘŀ



Ex4: Time shifts

Very common (and easy to do), especially when merging files.

Takeaway: always check for 
temporal consistency within a 
file(s). 

ÅKnow whether timestamp 
denotes beginning or end of 
period (or middle).

ÅSometimes shifts are 
indication of larger problems 
(e.g., file management). 



Ex5: Lag issues

Takeaways: 
Å If lags are incorrect, fluxes will be too. 
ÅCheck for consistency across data record. 
ÅReview lag times: are they realistic? Could they be optimized?  


